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Background
- The pharmacokinetic properties of a chemical, such as solvophilicity, solubility, and permeability, are important factors in understanding its behavior and activity.
- A variety of physicochemical properties are linked to chemical structure, such as ionization, solubility, and metabolism.
- pKa is a measure of the extent to which a chemical undergoes ionization, and it can vary across different experimental conditions.

pKa Data
- The pKa data were obtained from DataWarrior (https://comptox.epa.gov) and industrial databases, including ChemAxon and ACD/Labs.

Machine Learning Algorithms
- Deep Neural Networks (DNN): These models are capable of capturing complex patterns in data.
- Extreme Gradient Boosting (XGB): A powerful model for classification and regression tasks.
- Deep Neural Networks (DNN): A type of neural network that can learn hierarchical representations of data.

Benchmark with the Commercial Tools
- To allow the user to navigate from the commercial tools to a benchmark for our models, we added the concordance of our models with DataWarrior.

Range of Predictions and Limitations
- The models were evaluated using a range of pKa values, from -15 to 15.
- The best models were compared to each other and to predictions from ACD/Labs and ChemAxon.

Study Goals and Procedure
- The goal of this study was to develop open-source QSAR models for pKa prediction that are comparable to commercial tools.
- The models were developed using multiple machine learning approaches.

Data Preparation for Modelling
- The data set contains a high number of duplicates and was preprocessed to ensure a more accurate representation of the data.

Model Performance
- The models were evaluated using root mean squared error (RMSE) and coefficient of determination (R²).

Range of Predictions and Limitations
- The range of predictions was from -5 to 15.
- The best models were compared to each other and to predictions from ACD/Labs and ChemAxon.

QSAR Modeling
- The models were trained using a variety of machine learning algorithms, including SVM and DNN.
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Summary and Next Steps
- The models and source codes will be available for download and use.
- The models will be benchmarked against other commercial tools to assess their performance.
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