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Laboratories past and present

Lavoisier’s lab 18th C Edison’s lab 20th C

Author’s lab 21th C

+ Network of global collaborators 
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What is Cheminformatics?

 Cheminformatics combines the scientific working fields 
of chemistry, computer science and information science

 Learn from data to suggest compounds to make or avoid

 Can increase efficiency / cost effectiveness

 Minimize use of animals and costly materials

 Predict failure
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How and why do we use it for 
drug discovery?
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Which molecule is the best, Which 
molecule is toxic / not toxic?



Speeding drug discovery with 
machine learning
HTS 

phenotypic 
screen

Molecule  
Screening database

Machine learning models 

Vendor library

Top scoring molecules 
assayed
in vitro

Bernoulli Naive Bayes, Logistic linear 
regression, AdaBoost Decision Trees, Random 
Forest, Support Vector Machines (SVM), Deep 

Neural networks (DNN)

▶ Molecular pattern recognition 
of biological data

▶ Descriptors identify these 
patterns

▶ Define active and inactive 
features

▶ Used to generate predictions 
for drug activity at a certain 
target (organism, protein of 
interest)
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What is Machine Learning?
 Find patterns in data to create insights –

 We use examples of the correct output for a given input

 The algorithm learns from this input data

 The program created by the algorithm recognizes the 
correct response

 It works on objects similar to what it was trained on as 
well as new examples

 The program can be updated as we get new data



 Fi
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What can we model?

 Data with responses

 Image recognition

 Voice recognition

 Text recognition

 e.g – molecules tested against a target / disease 

 Complex data from genomics, proteomics, metabolomics

 e.g. microarray data for 100s, 1000s of compounds
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What algorithms do we use?
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The Workflow
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Which Machine Learning Tribe are you?
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Bayesian Machine Learning

Bayesian classification is a simple probabilistic classification model. It is based on 
Bayes’ theorem

h is the hypothesis or model
d is the observed data
p(h) is the prior belief (probability of hypothesis h before observing any data)
p(d) is the data evidence (marginal probability of the data)
p(d|h) is the likelihood (probability of data d if hypothesis h is true) 
p(h|d) is the posterior probability (probability of hypothesis h being true given the 
observed data d) 

A weight is calculated for each feature using a Laplacian-adjusted probability 
estimate to account for the different sampling frequencies of different features. 

The weights are summed to provide a probability estimate

Collaborations Pharmaceuticals Inc.  Non-Proprietary Slides.

Ekins, Williams and Xu, Drug Metab Dispos 38: 2302-2308, 2010



Collaborations Pharmaceuticals Inc.  Non-Proprietary Slides.



Bayesian Models - Examples
PXR 
Human sodium taurocholate co-transporting polypeptide (NTCP), 
Human Multidrug And Toxin Extrusion Proteins, MATE1 and MATE-2K 
Human apical sodium-dependent bile acid transporter 
Cytochrome P450 3A4 Time-Dependent Inhibition
Human organic cation/carnitine transporter
Volume of distribution 
hERG
TB
DILI
BBB, nephrotox, malaria, S Aureus, microsomal stability, cytotoxicity etc

J Pharmacol Toxicol Methods 69: 115-140 (2014)
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hMATE1 Bayesian Model Features

+ve -ve

 Features 

ROC = 0.88,  leave out 50% x 100 ROC = 0.82
Bad features pyrole -low basicity
Charge important for increasing interaction with transporter

Astorga et al., JPET 341: 743-755 (2012)
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Creating value out of public HTS data
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~12,000 models 

100’s datasets 
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Model resources for ADME/Tox
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What’s stopping us?

▶ Plenty of data available today… incorrectly formatted

▶ Vague details of experiments

▶ Minor & major errors in supplied SMILES/structures

▶ How do we know this structure is correct?

▶ How do we share results?

▶ How can the average scientist use this technology?
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Quality of data
 Free from structure errors

 Free from data errors

 Free from experimental errors

 Structure Validation and Standardization

 Curation

 Annotation 

 Structure filters

 Incorrect valency, atom labels, aromatic bonds, stereochemistry, salts, 
duplication 

 Structure standardization guidelines

 Provided by the FDA (Substance Registration System Unique Ingredient
Identifier (UNII): 
http://www.fda.gov/ForIndustry/DataStandards/SubstanceRegistrationSyste
m-UniqueIngredientIdentifierUNII/default.htm)

 Need a record of molecule provenance
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S 

How do we use Them?

MoDELS RESIDE IN PAPERS
NOT ACCESSIBLE…THIS I
UNDESIRABLE

How do we share them?



How do we describe Molecules?

 As fingerprints

 As properties

 as experimental measurement/s e.g. logP

 0D, 1D, 2D, 3D, 4D descriptors
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Open Extended Connectivity 

Fingerprints

ECFP_6 FCFP_6

 Collected, 
deduplicated, 
hashed

 Sparse integers

• Invented for Pipeline Pilot: public method, proprietary 
details

• Often used with Bayesian models: many published papers
• Built a new implementation: open source, Java, CDK

– stable: fingerprints don't change with each new toolkit release
– well defined: easy to document precise steps
– easy to port: already migrated to iOS (Objective-C) for TB Mobile

app
Clark et al., J Cheminform 6:38 2014
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ChEMBL 20

 Skipped targets with > 100,000 assays and sets with < 
100 measurements

 Converted data to –log 

 Dealt with duplicates 

 2152 datasets

 Cutoff determination

 Balance active/ inactive ratio

 Favor structural diversity and activity distribution

Clark and Ekins, J Chem Inf Model. 2015 Jun 22;55(6):1246-60

http://molsync.com/bayesian2
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What do 2000 ChEMBL models 
look like

Folding bit size

Average
ROC

http://molsync.com/bayesian2
Clark and Ekins, J Chem Inf Model. 2015 Jun 22;55(6):1246-60
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PolyPharma mobile app (iOS)

 Uses Tox21 data

 Enables prediction 

 Visual output from Bayesian models

 Atom contributions – coloring

 free~!

 Alex Clark
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 A tool for building and sharing 
Bayesian models built with 
biological data from screens 

 Assay Central can be used to 
generate predictions for new 
molecules (ADME/ Off targets 
etc)

 Provides model statistics and 
information on features 
contributing to activity

www.assaycentral.org
Support by NIH grant 1R43GM122196
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ER data
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An Example of ER model external testing
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 Focused on providing a suite of ADME/Toxicity models

 Tox21 data, hepatotoxicity, cytotoxicity, mutagenicity, 
cardiotoxicity, drug-drug interactions, microsomal 
stability, Pregnane X receptor (PXR) and likelihood of 
causing drug-induced liver injury (DILI)
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Deep Learning uses
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 facial recognition algorithms 
 Facebook tagging photos

 self-driving cars 

 robot assistants

 Speech recognition

 Stock markets

 Fraud detection
http://tinyurl.com/hak4lcv

http://tinyurl.com/y8vjv8lp
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Deep Learning in 
Pharmaceutical Research
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 Bioinformatics
 Protein disorder

 Refine docking complexes

 Model CLIP-seq data

 High content image analysis data 

 Biomarkers

 Protein contacts

 Cancer diagnosis

 Pharmaceutical
 Solubility 

 Gene expression data

 Formulation

 QSAR – Merck DL out performed 
random forests in 11 /15 and 13/15 
datasets

 Tox21

Collaborations Pharmaceuticals Inc.  Non-Proprietary Slides.

 



31

Korotcov et al., Molecular Pharmaceutics 2017

Datasets preparation:
• Datasets were split into training (80%) and test (20%) datasets (default 

settings)

• Spit datasets maintain equal proportions of active to inactive class ratios 
(stratified splitting)

• 4-fold cross validation (default settings) on training data for better model 
generalization
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AUC for all tested datasets (FCFP6, 1024 bits)

Clark et al. J Chem Inf Model 2015

AUC values BNB LLR ABDT RF SVM DNN-2 DNN-3 DNN-4 DNN-5 Clark et al. 

solubility train 0.959 0.991 0.996 0.934 0.983 1.000 1.000 1.000 1.000 0.866
solubility test 0.862 0.938 0.932 0.874 0.927 0.935 0.934 0.934 0.933
probe-like train 0.989 0.932 1.000 0.984 0.995 1.000 1.000 1.000 1.000 0.757
probe-like test 0.636 0.662 0.658 0.571 0.665 0.559 0.563 0.565 0.563
hERG train 0.930 0.916 0.992 0.922 0.960 1.000 1.000 1.000 1.000 0.849
hERG test 0.842 0.853 0.844 0.834 0.864 0.840 0.841 0.841 0.840
KCNQ train 0.795 0.864 0.809 0.764 0.864 1.000 1.000 1.000 1.000 0.842
KCNQ test 0.786 0.826 0.801 0.732 0.832 0.861 0.856 0.852 0.848
Bubonic plague train 0.956 0.946 0.985 0.895 0.992 1.000 1.000 1.000 1.000 0.810
Bubonic plague test 0.681 0.767 0.643 0.706 0.758 0.754 0.752 0.753 0.753
Chagas disease train 0.812 0.847 0.865 0.815 0.926 1.000 1.000 1.000 1.000 0.800
Chagas disease test 0.731 0.763 0.768 0.732 0.789 0.790 0.791 0.790 0.789
Tuberculosis train 0.721 0.737 0.760 0.735 0.800 1.000 1.000 1.000 1.000 0.727
Tuberculosis test 0.671 0.681 0.676 0.679 0.695 0.687 0.684 0.688 0.685
Malaria train 0.994 0.993 0.999 0.979 0.998 1.000 1.000 1.000 1.000 0.977
Malaria test 0.984 0.982 0.966 0.953 0.975 0.975 0.975 0.974 0.974

Korotcov et al., Molecular Pharmaceutics 2017

• Deep learning wins using rank normalized score by metric or 
by dataset
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Summary

 Machine learning can be used over a broad 
array of:

 projects, diseases, targets, whole cell 
assays, Tox endpoints etc..

 Bayesian algorithm demonstrates wide utility

 Plenty of scope to pursue other machine 
learning methods with toxicology data

 Spillover of machine learning to new areas 
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Where to learn more..
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Thanks!
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Joel Freundlich
Alex Perryman
Steve Wright

And many colleagues
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