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Large Literature Corpus: An Ever Increasing Challenge 

PFOS/PFOA BPA Transgenerational 

PubMed 6,331  7,700  48,638  

• Systematic review begins with a literature search 
 
• To achieve high recall, search needs to be comprehensive 
 
• Comprehensive search = large literature corpus 



Large Literature Corpus: An Ever Increasing Challenge 

Starting with a large literature corpus, reviewers typically face 
the following questions:  
 
[A] What are the major topics being discussed in this corpus? 

o What Health Outcomes, Exposures, Tox21/EDC chemicals? 
o How can I quickly identify scientific areas that are data poor/rich? 

 
Rapid review (Scoping Report)  
Problem formulation or Topic refinement 

 
 
 

[B] How to facilitate the manual screening to make it efficient?  
o Is it possible to prioritize documents prior to screening? 
o Would it be possible to reduce screening burden without missing 

critical information? 
 
Make literature screening more efficient 

 
 



Outline 

 
 

1. Organize and explore documents via tagging 
2. Identify over-represented concepts, terms, phrases 
3. Search using advanced query syntax 
4. Categorize according to enriched sub-topics 

[A] What topics are being discussed in this corpus? 
 

5. Use machine learning to rank documents 
6. Perform iterative ranking to increase recall 

[B] How to facilitate manual screening? 
 

7.  Future directions 
 

• Text-mining, information retrieval and machine learning to statistically 
analyze large collections of documents 

• Provide a user friendly and interactive workbench 

SWIFT: Sciome Workbench for Interactive computer-
Facilitated Text mining  
 
SWIFT will be released for use in Fall 2015.  
License for use will be provided free of charge.  



SWIFT 

PubMed IDs 
from search 

Load Analyze 

Load project 
in SWIFT 

Easily produce: 
charts, 
statistics, 
prioritized list & 
more… 



1. Organize, Explore and Filter, using “Tags” 
“Tagging” means automatically assigning relevant annotations to a document.   

• SWIFT tags documents according to : 
– Health Outcomes 
– Evidence Stream 
– Exposure 
– Tox21 Chemicals 
– MeSH Headings 
– MeSH Supplementary Concepts 
– Publication Type 

 



1. Organize, Explore and Filter, using “Tags” 
   

• SWIFT tags documents according to: 
– Health Outcomes 

How does SWIFT assign Health Outcome tags? 

• SWIFT contains “fingerprints” for each health-related MeSH term 

• Fingerprints are generated by sampling citations from each of the top-
level health-related MeSH terms in PubMed  

 

 Word Type Count CorpusDoc
Freq 

tf_icdf_norm
_alt 

hear Title 353 576 0.093727048 
otitis media Title 2-Gram 142 183 0.083971878 
deaf Title 211 328 0.075790822 
otiti Title 172 230 0.075037771 
Deafness MESH 387 637 0.074426499 
ear Title 197 311 0.071831078 
laryng Title 204 354 0.071168189 
Laryngeal 
Neoplasms 

MESH 388 664 0.070547647 

glue ear Title 2-Gram 9 9 0.070311944 
nasal Title 249 514 0.067404153 

Top 10 fingerprint terms for Mesh Code C09 “Otorhinolaryngologic 
Diseases” 
 



1. Use ‘Tags’ to organize, explore and filter 
   

• SWIFT tags documents according to: 
– Health Outcomes 
– Evidence Stream 
– Exposure 

How does SWIFT assign Evidence Stream or Exposure tags? 

• Targeted queries for specific combinations of terms were developed to tag documents 
according to evidence stream and exposure.  Queries were developed in collaboration 
with Stephanie Holmgren.  

 

 

 

 



Example: Exposure Tag: Air Pollution 



1. Use ‘Tags’ to organize, explore and filter 
   

• SWIFT tags documents according to: 
– Health Outcomes 
– Evidence Stream 
– Exposure 
– Tox21 Chemicals 

How does SWIFT assign Tox21 Chemical tags? 

• Obtained list of 8,186 Tox21 chemicals from the EPA 

• Also incorporated 2.7M synonyms for over 400,000 chemicals from public data 

• On average, Tox21 chemicals had a mean of 20 synonyms 

 

 

 



1. Use ‘Tags’ to organize, explore and filter 

• SWIFT tags documents according to: 
– Health Outcomes 
– Evidence Stream 
– Exposure 
– Tox21 Chemicals 
– MeSH Headings 
– MeSH Supplementary Concepts 
– Publication Type 

• Tagging can be customized and new tags can be added. 

• Using SWIFT’s interactive browser, it is possible to combine tags and “drill down” to the 
documents that match some combination of these annotations. 

 



Chemical Classes by Health Outcome 
Identify data rich/poor literature pockets at Chemical class vs. Health outcome intersection   



2. Identify over-represented concepts, terms, phrases 
For a  given corpus, visually investigate over-represented terms/phrases via 
Word Cloud 



2. Identify over-represented concepts, terms, phrases 
 

For a  given corpus, visually investigate over-represented terms/phrases via 
Fingerprints 



3. Search using advanced query syntax 

• SWIFT employs the powerful Lucene data indexing engine which uses 
an “inverted index” to map document sections to words for extremely 
fast lookups 

 
• Advanced querying capability such as: 

• Boolean operators   human AND cancer 
• Wildcards    optimiz* AND nucleo?ide 
• Proximity search   "first generation"~5 
• Fuzzy match   exposure~ 
• Fielded searching  title: “estrogen receptor”  
• Ranged queries    pubyear:[ 2010 TO 2014 ]  
 

• Full text searching capabilities (full text vs. Abstract/Titles) 
 



4. Categorize according to relevant sub-topics 

Exploratory tool, useful for understanding the topics contained in large 
document set when no prior knowledge is available 

Topic Modeling 



4. Categorize according to relevant sub-topics 
Topic Modeling 

• We use the Latent Dirichlet Allocation (LDA) topic modeling approach (Blei 2003) 
to probabilistically assign documents to topics.   

• Under this framework, “topics” are conceptualized as probability distributions 
over a vocabulary; documents are “bags of words” randomly generated 
conditional on these hidden topics. 

• LDA provides a statistical framework which can be used to cluster related 
documents into meaningful topics. 

• It is an unsupervised algorithm: topic membership and also the topics 
themselves are discovered “automatically” from an unlabeled corpus 

 

 

Reference: David M. Blei, Andrew Y. Ng and Michael I. Jordan; Journal of Machine 
Learning Research 3 (2003) 993-1022.   



Topic Modeling Example: Leukemia and Benzene exposure 



Outline 

[A] What topics are being discussed in this corpus? 
1. Organize and explore documents via tagging 
2. Identify over-represented concepts, terms, phrases 
3. Query using advanced syntax 
4. Categorize according to relevant sub-topics 

 
 
 

 

Scoping 
Report 

Problem 
Formulation 

Topic 
Refinement 

 
 



Outline 
 
[A] What topics are being discussed in this corpus? 

1. Organize and explore documents via tagging 
2. Identify over-represented concepts, terms, phrases 
3. Query using advanced syntax 
4. Categorize according to relevant sub-topics 

 
 

[B] How to facilitate manual screening? 
5. Use machine learning to rank documents 
6. Perform iterative ranking to increase recall 

 
7.  Future directions     

 



Use Seed Documents  Generate Distinguishing Features & Rank  Screen 

 

• SWIFT uses machine learning and user provided small “seed set” of included or 
excluded documents to build models 

• The idea is to ‘learn’ distinguishing features between included and excluded seed 
set documents and use it to rank order rest of the corpus. 

• SWIFT uses a variety of document features to perform the modeling 

– Bag of words, bi/tri-grams, annotations etc.  

– Topic-model weights  

• Documents are ranked probabilistically using a regularized, log-linear model (very 
similar in practice to Support Vector Machine with a linear kernel) 

• Results are benchmarked using data from previous reviews: 

– Computer generated ranking is compared to inclusion ascertained by reviewer 

5. Use Machine Learning to Rank Documents 
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% Total Documents Examined 

Ranking Performance 

X-axis: Percent of total documents examined 
Y-axis: Percent of Included documents discovered 
For this experiment, seed = 30 included + 30 excluded were used 

PFOS/PFOA BPA Transgenerational 

PubMed 
Total 6,331  7,700  48,638  

Included  95 (1.5%) 111 (1.4%) 765 (1.6%) 

If screening is performed 
without ordering the 
documents in any specific 
manner, %screened and 
%Recall would approximately 
follow the 45 degree dotted 
black line (----)  

5. Use Machine Learning to Rank Documents 



Conclusions: 
• The top of the resulting 

ranked lists contain the 
majority of the relevant 
documents. 
 

• >95% Recall can be 
achieved with approx. 50% 
or less screening. 

 
 
 

X-axis: Percent of total documents examined 
Y-axis: Percent of Included documents discovered 
For this experiment, seed = 30 included + 30 excluded were used 

5. Use Machine Learning to Rank Documents 

PFOS/PFOA BPA Transgenerational 

PubMed 
Total 6,331  7,700  48,638  

Included  95 (1.5%) 111 (1.4%) 765 (1.6%) 



6. Iterative Ranking to Increase Recall 
A key consideration in use of machine learning for 
reducing screening burden is to ensure a very high 
recall.  

How to know when to stop screening?  
How do you ensure high Recall? 
We are actively developing and deploying methods to 
address these questions:  

i. First approach: A combination of Ranking and 
Random sampling combined with basic statistics 
(binomial or geometric distribution) to make 
probabilistic argument for stopping. 

ii. Build model that explicitly models trade-off 
between precision and recall with a user–input 
parameter 

 
Improve and enrich seed set via iteratively ranking and 
screening: 

• incorporate topic modeling, clustering and or 
random sampling when choosing seeds 

 



SWIFT provides a user-friendly workbench to:  

 

Explore, Categorize, Search, Topic discovery 

   

 

Prioritize Documents to facilitates screening   

 
 
  
Work under progress: 
•  Further develop document prioritization modules 
• Use of FIDDLE for Full-Text extraction 

 • Integration with HAWC 
  

  

In Summary 

Scoping 
Report 

Efficient 
Screening 
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